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Abstract
Humans are becoming globally connected more than ever. Communication is the key of this connec-
tion and languages are the means of this communication. We are witnessing globalization in the world
that potentially cause some languages to dominate other languages and consequently the extinction of
some languages. To be part of the globalized world and still to be able to communicate with own lo-
cal language, language translation agents may be employed. Language Translation (LT) as an (Natural
Language Processing) NLP application is a short answer to the aforementioned problem. In the last few
decades we have seen the development of multiple Machine Learning techniques in language transla-
tion. In this work, we are presenting a new Recurrent Neural Network (RNN) architecture/model and
experimenting a set of comparison analyses between our model and four existing RNN models (Simple
RNN, Bidirectional RNN, Embedded RNN and Seq2Seq). The experiment is performed on an open-source
repository for four pairs of languages: 1) English to Irish/Gaelic, 2) English to Spanish, 3) Irish/Gaelic to
English and 4) Spanish to English. Our result indicates that on average our proposed model outperforms
all the other models for all four pairs of languages. The result also indicates that models, on average,
favour the pairs of languages where English is the source language. English to Spanish, on average, has
the highest performance compared to other pairs and Irish/Gaelic to English, on average, has the lowest
performance.
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1. Introduction

There are nearly 100 alive languages in the world. Each language has a set of different features
(e.g., grammar, phonetic, structure and alphabet). The differences between these languages
and their unique structures, make the task of automated translation, specific to the source and
target languages. Therefore, developing and training a specific model with a known set of
hyper parameters that can be generalized for several different languages if not impossible, is a
complicated task. Even when for a fixed pair of languages (e.g., English and Arabic), it is still
not easy to come up with a unique model and a fixed set of hyper parameters that can be used
for every type of content (e.g., literature translation, technical translation, speech translation
and etc) [1]. Deep learning techniques [2] as a subset of Machine Learning techniques are
the most commonly used family of techniques in the area of machine translation. Most of the
current translation technologies make use of Recurrent Neural Networks (RNN) for the task of
language translation.

Recurrent Neural Network (RNN) is a sub-class of Artificial Neural Network that is com-
prised of a directed graph where the output is used again as a new input. Traditional neural
networks (non-RNN models) have an input layer with a certain number of neurons that makes
the network to be compatible with input with a certain size. This can be seen as a limitation
when the input data has no pre-defined size. Examples of such cases is textual input where
each input is a sentence with a number of words and sentences may have different size.

One of the objectives of the Recurrent Neural Network idea was to address the mentioned
issue so that inputs with different sizes may be fed to the network [3]. The initial success of
RNN made researchers to develop different variations of RNN model to deal with specific types
of problems.

In this work, a new hybrid RNN-based model is presented. This new model takes advan-
tage of existing RNN models and its performance is compared against other well-known RNN
variations. Three European languages (English, Spanish and Irish/Gaelic) are employed for the
comparison analysis task:

We mainly aim to address the following three questions:

« Although all these three languages are European languages, is there a noticeable perfor-
mance difference among these pairs of languages under the same model?

« How model’s performance is affected by reversing the source and target languages e.g.,
(English to Spanish) vs (Spanish to English).

« Each RNN model has a particular architecture with a set of layers, how to take advantage
of different models’ architecture in one single model (Hybrid Model, the main contri-
bution of this work).
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2. Literature Review

One of the limitations of basic neural networks is the requirement for the input to have a fixed
or predetermined size. Recurrent Neural Networks (RNNs) advanced the basic neural networks
by introducing a new structure where inputs do not have to have a fixed or predetermined size.
Applications (e.g., language translation) where the input data does not or can not have a fixed
size would greatly benefit from this type of architecture.

In the last few decades, there have been a number of RNN models developed for language
translation such as Sequence2Sequence [4] and yet the research in this area is still active. For
instance, [5], discussed the problem of multi language translation using encoder-decoder and
allocating multiple decoders to multiple target languages. This way, they tried to have a si-
multaneous translation from language A (encoder) to languages B, C and so on (decoders).
In another work, [6] proposed two novel models based on Recurrent Neural Networks for
three different pairs of languages: German-English, Arabic-English and Chinese-English. Their
novel approaches in Recurrent Neural Networks has two variations: a word-based model and
the other one is phrase-based. The models indicate an improvement compared to the base
models based on two metrics (BLEU and TER). Hu et al [7] also proposed a novel technique,
MTU (Minimum Translation Unit) based approach against the classical n-gram back-off model
on WMT 2012 French-English dataset. Their evaluation metric is BLEU and resulted in 0.8
improvement compared to traditional n-gram model.

Traditional RNN models like Seq2Seq are the model of choice for most of the NLP applica-
tions but training such models using big data can be very challenging. New technologies that
use transformers with self and multi-head attention are proving to be state-of-the-art that can
significantly reduce computational requirements [8]. The transformers use attention mecha-
nism thus require less data computations and are less expensive as opposed to traditional RNN
which uses LSTM (Long Short Term Memory) or GRU(Gated Recurrent Unit) [9].

There have been major developments in the field of NLP where RNN and attention algo-
rithms are used together to achieve high accuracy and faster training times like in XLNet
architectures [10]. Major difficulties when applying Transformer to language translation ap-
plications is that it requires more complex configurations(e.g., optimizer, network structure,
data augmentation) than the conventional RNN based models. Recent studies shows that RNN
models using global or local attention mechanism techniques can be used as the state-of-the-art
solution [11].
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Table 1
English-Irish-Spanish translation dataset

|| Details English text | Irish text | Spanish text ||
Total Number of sentences 138460 138460 138460
Maximum sentence length 21 25 26
Total Number of words 1555241 2147273 1636051
Vocabulary size 679 1013 912

3. Dataset

In order to have a more comprehensive analysis, an open-source dataset is employed from
WMT14 repository published by STATISTICAL MACHINE TRANSLATION [12]. This dataset is
currently available in many European languages such as English, German, French and Czech.
The topic of the dataset is related to many widely used Al applications and the dataset has been
mostly used for machine learning performance indicators and NLP benchmarks. Since the aim
of this work was to work on Gaelic and Spanish languages, respective translations by services
which include python APIs by Google [13] and Ai translate services [14] is performed.

The features of each language after the translation (English to Spanish using DeepL) are
displayed in Table 1.

Like any other Machine Learning problems, the language translation requires pre-processing
as well. Since languages have different types of symbols, features and structure, the task of pre-
processing can be challenging and can affect the performance significantly. The textual data
should be carefully examined, properly cleaned and transformed appropriately before feeding
them into the RNN models. There are many stages involved in NLP data processing before it
is fed into the translation models. All three data-sets are undergoing the following standard
processes:

« Data cleaning: Below are some of the most frequent types of noise that is present in text
data:

1. Unicode and other symbols include removal of special characters such as "’
2. Removal of html tags.

3. Removing numbers, generally numbers are not required to be translated as they
are generic.

4. Links: Links can be of many forms and most of them consist of strange symbols or
short-codes that can present in the document.

« Tokenization: splitting our text into minimal meaningful units for ML algorithm to un-
derstand the data in the numerical form.
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Table 2

The Details of all variants of RNN Models.
Model’s Simple | Bidirectional | Embedded | Seq2Seq | Hybrid
Details RNN RNN RNN RNN RNN
Activation relu relu relu relu relu
Final softmax softmax softmax softmax | softmax
Layer
Activation
Dropout 0.4 0.3 0.4 0.4 0.3
Layers 4 4 5 6 7
Optimiser Adam Adam Adam Adam Adam
Learning rate 0.001 0.0001 0.001 0.001 0.001
Batch size 128 128 128 128 128
Recurrent 0.000001 0.000001 0.000001 0.000001 0.000001
Regularizer
Epsilon 1e-08 1e-08 Te-08 1e-08 1e-08
Kernel le-6 le-6 le-6 le-6 le-6
Regularizer
(decay rate)

« Normalisation: Normalization is one of the important pre-processing steps and its at-
tempt is to make a single representation of words with multiple representations. Stem-
ming and lemmitising are key steps here.

« Stop words removal: Removing stop-words is another essential step. The main reason
for stop-word removal is that these stop-words generally do not add new information to
the text but are just a language construct.

« Embeddings and Representations. Once the dataset is cleaned, the text is converted into
some kind of numerical representation to make them understandable for Machine Learn-
ing where they only understands numbers.

« Sentences padding: Proper padding is added to the sentences so that it will keep sen-
tences to same size before the tensor multiplications is performed. This also helps in
computational of high dimensional tensors. The <start> and <end> tokens are also added
in each sentence to mark the start and end of sentences for tokenazation.
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mnput: | (None, 46, 1)
output: | (None, 46, 1)

gru_8§_mnput: InputLayer

l

input: (None, 46, 1)
output: | (None, 46, 256)

l

time_distributed_15(dense_15): TimeDistributed(Dense)

l

input: | (None, 46, 1024)
output: [ (None, 46, 1024)

l

time_distributed_16(dense_16): TimeDistributed(Dense)

gu_8: GRU

input: (None, 46, 256)
output: | (None, 46, 1024)

dropout_8: Dropout

input: (None, 46, 1024)
output: | (None, 46, 15646)

Simple RNN Model Layers

Figure 1: Simple Model.

4. Methodology

In this work, a comparative translation analysis is performed on different pairs of languages
using five different models.

Four different pairs of languages using three European languages (English, Irish/Gaelic and
Spanish) are employed in the experiment as follows:

English to Gaelic language translation.

Gaelic to English language translation.

English to Spanish language translation.

Spanish to English language translation.

As part of this research, we also aim to find the optimal hyper parameters for the best per-
forming model and final selection will be done based on the performance metric.

4.1. Models

All the employed models in this work are from the family of RNN architecture and the details
of the models’ architectures are illustrated in Figure 1. The hyper parameters of every single
model were decided experimentally. The main contribution of this work is the Hybrid RNN
model that is illustrated in Figure 1, the architecture has components/layers from three other
models: Embedded, Bidirectional and Seq2Seq.

Each model has a set of hyper parameters such as learning rates, optimizer, dropout and etc;
the details of the hyper parameters are displayed in Table 2.

The hyper parameters are decided experimentally. For Learning Rate, seven values are tested
(0.01, 0.001, 0.009, 0.0001, 0.00001, 0.000001 and 0.0000001) and the winner is 0.001, See Table 2
. A similar experimental approach is employed to decide an optimizer for the models. Six dif-
ferent optimizers (adagrad, adam, SGD, adadelta, rmsprop and adamax) are tested and based on
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iput: | (None, 45)
output: | (None, 45)

embedding_61_input: InputLayer

l

I embedding_61: Embedding

input: (None, 45)
output: | (None, 45, 256)

mput: | (None, 45, 256)
output: | (None, 45, 256)

|

time_distributed_275(dense_279): TimeDistributed(Dense)

l

mput: | (None, 45, 1024)
output: | (None, 45, 1024)

|

time_distributed_276(cdense_280): TimeDistributed(Dense)

gu_119: GRU

mput: (None, 45, 256)
output: | (None, 45, 1024)

dropout_70: Dropout

input: (None, 45, 1024)
output: | (None, 45, 13554)

RNN model using Word Embedding Layers

Figure 2: Embedded Model.

input: | (None, 45, 1)
output: | (None, 45, 1)

bidirectional_6_input: InputLayer

|

bidirectional_6(gu_125): Bidirectional(GRU)

input: (None, 45, 1)

output: | (None, 45, 512)

nput:

time_distributed_287(dense_291): TimeDistributed(Dense)

|

input: (None, 45, 256)'

output:

dropout_76: Dropout

output: | (None, 45, 256)

input: (None, 45, 256)
output: | (None, 45, 13555)

time_distributed_288(dense_292): TimeDistributed(Dense)

RNN model using Word Bidirectional Layers

Figure 3: Bidirectional Model.

the accuracy performance, adam optimizer is selected. Although adadelta optimiser performed
well in certain language pairs, adam optimizer is decided for all models due to its consistency

across all language pairs.
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@u_136_input: InputLayer

mput: | (None, 46, 1)
output: | (None, 46, 1)

)

| 2ru_136: GRU

put: | (None, 46, 1)
output: | (None, 256)

)

= Encoder-Decoder

repeat_vector_6: RepeatVector

input: (None, 256)
output: | (None, 46, 256)

)

input:
gru_137: GRU

(None, 46, 256)

output:

| (None, 46, 256)

}
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dropout_82: Dropout

input: | (None, 46, 1024) I
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)

| input: |(None‘ 46, 1024)

batch_s lization_6: 1 i

| output: | (None, 46, 1024)
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time_distributed_300(dense_304): TimeDistril

input: (None, 46, 1024)

I(Dense)
output: | (None, 46, 13555)

Seq2Seq RNN model

Figure 4: Seq2Seq Model.

embedding_20_input: InputLayer

input: [ (None, 38)
output: | (None, 38)
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embedding_20: Embedding

input: (None, 38) I

output: | (None, 38, 128) I
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bidirectional 28(gru_58): Bidirectional(GRU)

input: | (None, 38, 128)
output: (None, 236)

= Encoder-Decoder

I

input: (None, 256)

repeat_vector_20: RepeatVector

output: | (None, 38, 256)
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bidirectional_29(gru_59): Bidirectional(GRU)

input: | (None, 38, 256)
output: | (None, 38, 256)
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input:
dropout_38: Dropout

(None, 38, 256)

utput: | (None, 38, 256)

seq_self attention_12: SeqSelfAttention

input: | (None, 38, 256)
output: | (None, 38, 25
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. - X o input: (None, 38, 256)
time_distributed_66(dense_66): TimeD: 1(Dense)
output: | (None, 38, 27638)
Final RNN model

Figure 5: Hybrid Model.
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5. Results

The results of the whole experiment is divided into five different sub-experiments using five dif-
ferent models as follows: 1) Simple RNN [15] 2) Embedded RNN [16] 3) Bidirectional RNN [17]
4) Seq2Seq [18] and 5) Hybrid RNN model. All the examined models in this work are variations
of RNN (Recurrent Neural Network) on two pairs of languages reciprocally: 1) (Gaelic/Irish <
English) 2) (Spanish < English). The following sections describe the details of each model and
their results individually.

5.1. Simple RNN

The first experiment is carried out by a simple RNN [15] with 5 layers (details can be found
in Table 2 and Figure 1. Simple RNN comprises of layer with GRU (Gated Recurrent Unit) fol-
lowed by dense time distributed layer using softmax activation. This model is not deep enough
and using minimal number of trainable parameters.

Figure 8 and 9 show the accuracy and loss distribution using simple RNN model on two pairs
of languages reciprocally: Gaelic to English, English to Gaelic, Spanish to English and English to
Spanish. The highest validation accuracy belongs to the English to Spanish pair followed by
Spanish to English however the highest BLEU score belongs to English to Gaelic followed by
Gaelic to English, See Table 3.

5.2. Embedding RNN

The first layer of the Embedding model [16] is word Embedding layer with the target vocab-
ulary size. Word Embedding layer converts words into the dense vectors and helps in under-
standing the context of a word so that similar words have similar embeddings.

The highest validation accuracy for this model is resulted on English to Spanish pair followed
by English to Gaelic and then Spanish to English. The highest BLEU score also belongs to English
to Spanish and Spanish to English followed by (with relatively large gap) English to Gaelic and
Gaelic to English

The performance of the validation and training sets are quite close to each other for Spanish
< English pairs as opposed to Gaelic < English pairs, See Figures 12 and 13.

5.3. Bidirectional RNN

The Bidirectional model [17] includes Bidirectional Recurrent layers. The number of units in
Bidirectional layer is doubled which resulted in more trainable parameters and thus increasing
computational cost. While in simple RNN there is a single GRU layer, in Bidirectional model
there are two LSTM or GRU cells activated to support forward and backward propagation. This
can provide additional context to the network and result in faster learning of the model [17].

The highest validation accuracy by this model belongs to the English to Spanish followed by
Spanish to English and English to Gaelic. English to Spanish is also the winner for BLEU score
followed by Spanish to English and English to Gaelic.
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Table 3
All Language Translations Performance Quality
|| Model Simple RNN | Embedded | Bidirectional | Seq2Seq | Hybrid RNN Model ||
English to Gaelic
Training Accuracy 80% 90% 85% 9N% 95%
Validation Accuracy 78% 84% 82% 86% 89%
BLEU score 0.22 0.31 0.30 0.32 0.33
Epoch time (s) 140s 180s 220s 180s 190s
Gaelic to English
Training Accuracy 77% 80% 81% 82% 83%
Validation Accuracy 76% 79% 79% 80% 82%
BLEU score 0.19 0.30 0.29 0.27 0.36
Epoch time (s) 120s 180s 260s 180s 210s
English to Spanish
Training Accuracy 83% 88% 92% 95% 97%
Validation Accuracy 84% 87% 93% 93% 97%
BLEU score 0.16 0.31 0.33 0.27 0.42
Epoch time (s) 150s 220s 270s 200s 250s
Spanish to English
Training Accuracy 81% 84% 82% 84% 85%
Validation Accuracy 81% 83% 82% 83% 84%
BLEU score 0.2 0.40 0.30 0.25 0.40
Epoch time (s) 150s 220s 290s 180s 260s

Spanish < English pairs seem to have similar performance on the validation and training
sets compared to Gaelic <= English, See Figures 10, 11 and Table 3.

5.4. Seq2Seq RNN

The Seq2Seq [18], also known as Encoder-Decoder, is the forth experimented model in this
work. This model is the most popular model that is widely used in Autoencoders, Variational
Autoencoders and in RNNs. We have also added self attention in this model to draw global
dependencies between inputs and outputs [9].

While the highest validation accuracy under this model belongs to English to Spanish fol-
lowed by English to Gaelic, the highest BLEU score belongs to English to Gaelic followed by
English to Spanish.

Figures 14 and 15 show the accuracy and loss distributions using Seq2Seq model. A similar
pattern to the previous models emerge here as well. The validation and training accuracy
for Spanish < English pairs seem to be so close to each other while there is a considerable
difference between the validation and training accuracy for Gaelic < English pairs.
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Figure 6: Hybrid RNN Model using Gaelic and English Pair
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Figure 7: Hybrid RNN Model using Spanish and English Pair

5.5. Hybrid RNN Model

Hybrid RNN model is the main contribution of this work. Our proposed model contains fea-
tures from three existing models (Embedding, Bidirectional and Seq2Seq). As shown in Table 3,
Hybrid model is the winner in all the experiments and for all the metrics e.g., Validation and
Training accuracy and BLEU score. Although Hybrid model has the highest performance com-
pared to the previous models, its running time is computationally heavier as oppose to other
models. As illustrated in Figures 6 and 7, the hybrid model converges faster for Spanish <
English pairs as opposed to Gaelic <= English pairs. The table 3 summarises the training and
validation scores of all five employed neural networks for four different pairs of languages. The
same table also shows the BLEU accuracy scores achieved by different models. The detailed
comparison of variants of RNN models used in evaluation is shown in Figure 16. The result
indicates that the performance of Hybrid model outperform all other RNN variants.

Figure 17 shows the different settings that are applied for model’s hyperparameters and cor-
responding model performance. The model used in hyperparameter tuning is Hybrid RNN
model. Based on the hypothesis and computational constraints, it is assumed that 100 epochs
are enough to conclude the optimal hyperparameter values. The final distribution clearly
shows the optimal learning rate, optimiser and regularisation that should be applied to the
deep neural network. Based on the results, optimal settings of hyperparameter values are se-
lected to maximize performance.
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Figure 9: Simple RNN Model using Spanish and English Pair
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Figure 10: BiDirectional RNN Model using Gaelic and English Pair
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11: BiDirectional RNN Model using Spanish and English Pair
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Figure 12: Embedded RNN Model using Gaelic and English Pair
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Figure 13: Embedded RNN Model using Spanish and English Pair
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Figure 14: Seq2Seq RNN Model using Gaelic and English Pair
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6. Discussion

In this work, five different RNN models are experimented under 2 pairs of languages in recip-
rocal way. A dataset from [12] is employed to perform the experiment. This dataset has been
used in other studies and ML performance [19] and considered as a benchmark dataset. In
total, 5 x 4 experiments are performed (5 models, 4 pairs of languages for each model). Four
models out of these five models are stereotype models from literature while the last model is
the main contribution of this work. As mentioned earlier, some of the layers of the hybrid RNN
model are derived from other models (i.e., Bidirectional, Embedded and Seq2Seq models). As
part of all experiments, a pre-processing step is carried out to make the data ready for neu-
ral networks. One of the observation from the pre-processing step is that stemmization and
lemmitization techniques have very little impact on overall model performance.

Table 3 and Figures 8, 9, 10, 11, 12, 13, 14, 15, 6 and 7 show the performance details of all five
models. Our proposed model (Hybrid model) has the best performance for training, validation
accuracy and BLEU score. From performance point of view, the closest model to the Hybrid
model is Seq2Seq. From BLEU score point of view, the second winner is Embedded model (ex-
cept the English to Gaelic pair where Seq2Seq is the second winner). In all experiments and for
all performances (e.g., training, validation and BLEU) simple RNN has the lowest performance.

Another interesting observation from all experiments is the behavior of languages under
these models. On average, the highest validation accuracy for all models is for English to
Spanish (90.8%) followed by English to Gaelic (83.8%) followed by Spanish to English (82.6%)
and then at last Gaelic to English (79.2%). A similar behavior is observed for BLEU score where
the BLEU score on average for all models is for English to Spanish (0.64) followed by English
to Gaelic (0.60) followed by Spanish to English (0.588) and at last Gaelic to English (0.568).

The best validation accuracy from all models and all pairs of languages belongs to English
to Spanish under our proposed model (97%) followed by Bidirectional and Seq2Seq models for
the same pair of languages (English to Spanish) (93%). The best BLEU scores belong to Hybrid
model (0.85 and 0.84 for English to Spanish and Spanish to English respectively) followed by
Embedded model for English to Spanish and Spanish to English (0.80 and 0.80 respectively).

The first and obvious finding of this study shows that swapping the target and source lan-
guages has impact on the actual performance for each model. For example based on table 3
the performance metric for English to Spanish is better than Spanish to English. It shows that
the language structure can be a contributing factor when training models thru RNN. Although
the amount of data used for all experiment is the same, pairs of languages where Gaelic is
the source language shows the worst performance. This can be an indication of differences in
languages’ structures.

From all the presented results here we can draw two main conclusions:

1. Hybrid model performs better than other four models on average for all quality metrics
(e.g., validation and training accuracy and BLEU score). The running time per epoch for
Hybrid model is the second highest (the highest one belongs to bidirectional model).

2. A quantitative comparison among these four pairs of languages indicates that English to
Spanish favours the accuracy and BLEU metrics on average for all models. With almost
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a large gap the second best pair of languages is English to Gaelic followed by Spanish to
English and finally Gaelic to English. This indicates that pairs with English as the source
language seem to have higher performance. On the other hand, among those pairs where
English is the target language (i.e., Spanish to English and Gaelic to English), Spanish to
English is the winner. This brings us to a new conclusion that reversing the source and
target languages do not necessarily results in similar performance.

6.1. Future Work

The NLP data-sets from WMT releases [12] continue to evolve with the addition of more human
languages to improve speech translation machine learning techniques, this work primarily
focuses on pairs where English is either the source or target language. As a future work, other
pairs of human languages e.g., Spanish to Gaelic or other European languages will be examined.
We also aim to publish similar performance metric using bigger vocabulary sizes on newer
WMT (e.g., WMT18 and WMT19) and other machine learning NLP data-sets.

Although the primary focus of this work is on analysis of RNN based models, as future work,
more advanced structures such as transformers will be examined.
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